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Notes

There is a lot of effort made to understand what
are the processing that emerge for the training
of a deep network, and how the parameters and
the weights can be interpreted.
One way among others consists in visualizing
the parts of an input image which maximize the
response of some units in the network.
For instance, in the first layer of a convolutional
neural network (used on images), the units “look
at” the input image by small patches (usually of
size 3 × 3, 5 × 5, or 11 × 11) and we observe
that some of them are more responsive to edges
in a given orientation or to flat areas.
When the signal moves forward in the network, as
we will see later in the course, the units “see” a
larger portion of the input image: this portion is
called a receptive field for the unit. In the second
layer, the units start capturing more complicated
structures like grids, circles, corners, etc.
In the last layers, units respond to fragments of
objects (wheels, arms, subparts, etc.), and finally
to full objects.



(Zeiler and Fergus, 2014)
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Notes

This observation is intellectually satisfying: al-
though the network is performing a low level
signal processing computation in each layer, the
information in the full resulting process gets in-
creasingly semantic.



(Google’s Deep Dreams)
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Notes

Another way to picture what the network is doing
is to keep the model fixed, and optimize the
signal.
For instance in the case of image classification,
one can optimize the signal to find an input image
that will maximize the output of the network for
a given class. In some way this will generate
images of “super bananas”, “super Ants”, etc.
Synthesized samples are reminiscent of the actual
classes, which shows that the model goes beyond
capturing what differentiate classes with each
others but actually encode [to some extent] the
morphological characteristics of the classes.



(Google’s Deep Dreams)
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Notes

Another variant of optimizing the input when the
model is trained is to start from a well-classified
image and optimize it so that the network has a
strong response on another class. For instance,
the middle column shows how a tree is “changed”
into a building.



(Thorne Brandt)
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Notes

Starting from a plate of spaghetti and maximizing
the response for the class “dog”.



(Szegedy et al., 2014)
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Notes

Another family of experiments aims at generating
an “adversarial sample” by slightly modifying an
input until it is no longer well classified.
In the case of images, the resulting sample looks
unchanged to the human eye. The three images
in each row show from left to right: the original
image, the difference between the original and the
obtained adversarial sample, and the adversarial
sample.
These experiments are surprising and show that
even accurate classification networks are very
unstable.



Relations with the biology
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a rectified linear threshold or a sigmoid, (iii) pooling, a nonlinear  
aggregation operation—typically the mean or maximum of local  
values13, and (iv) divisive normalization, correcting output values to 
a standard range17. Not all HCNN incarnations use these operations 
in this order, but most are reasonably similar. All the basic operations 
exist within a single HCNN layer, which is then typically mapped to 
a single cortical area.

Analogously to neural receptive fields, all HCNN operations are 
applied locally, over a fixed-size input zone that is typically smaller 
than the full spatial extent of the input (Fig. 1c). For example, on a 
256 × 256 pixel image, a layer’s receptive fields might be 7 × 7 pixels. 

Because they are spatially overlapping, the filter and pooling operations  
are typically ‘strided’, meaning that output is retained for only a  
fraction of positions along each spatial dimension: a stride of 2 in 
image convolution will skip every second row and column.

In HCNNs, filtering is implemented via convolutional weight shar-
ing, meaning that the same filter templates are applied at all spatial 
locations. Since identical operations are applied everywhere, spatial 
variation in the output arises entirely from spatial variation in the 
input stimulus. It is unlikely the brain literally implements weight 
sharing, since the physiology of the ventral stream and other sensory 
cortices appears to rule out the existence of a single master location in 
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Figure 1  HCNNs as models of sensory  
cortex. (a) The basic framework in which  
sensory cortex is studied is one of encoding—the process by which stimuli are transformed  
into patterns of neural activity—and decoding, the process by which neural activity generates  
behavior. HCNNs have been used to make models of the encoding step; that is, they describe  
the mapping of stimuli to neural responses as measured in brain. (b) The ventral visual pathway is the most comprehensively studied sensory cascade. 
It consists of a series of connected cortical brain areas (macaque brain shown). PIT, posterior inferior temporal cortex; CIT, central; AIT, anterior; 
RGC, retinal ganglion cell; LGN, lateral geniculate nucleus. DoG, difference of Gaussians model; T(•), transformation. (c) HCNNs are multilayer neural 
networks, each of whose layers are made up of a linear-nonlinear (LN) combination of simple operations such as filtering, thresholding, pooling and 
normalization. The filter bank in each layer consists of a set of weights analogous to synaptic strengths. Each filter in the filter bank corresponds to a 
distinct template, analogous to Gabor wavelets with different frequencies and orientations; the image shows a model with four filters in layer 1, eight in 
layer 2, and so on. The operations within a layer are applied locally to spatial patches within the input, corresponding to simple, limited-size receptive 
fields (red boxes). The composition of multiple layers leads to a complex nonlinear transform of the original input stimulus. At each layer, retinopy 
decreases and effective receptive field size increases. HCNNs are good candidates for models of the ventral visual pathway. By definition, they are image 
computable, meaning that they generate responses for arbitrary input images; they are also mappable, meaning that they can be naturally identified in a 
component-wise fashion with observable structures in the ventral pathway; and, when their parameters are chosen correctly, they are predictive, meaning 
that layers within the network describe the neural response patterns to large classes of stimuli outside the domain on which the models were built.

Box 1  Minimal criteria for a sensory encoding model 

We identify three criteria that any encoding model of a sensory cortical system should meet:
Stimulus-computability: The model should accept arbitrary stimuli within the general stimulus domain of interest;
Mappability: The components of the model should correspond to experimentally definable components of the neural system; and
Predictivity: The units of the model should provide detailed predictions of stimulus-by-stimulus responses, for arbitrarily chosen neurons in each 
mapped area.
These criteria may sometimes be in tension—insisting on mappability at the finest grain might hinder identifying models that actually work for complex 
real-world stimuli, since low-level circuit tools may operate best in reduced stimulus regimes. While seeking detailed models of neural circuit connec-
tivity in simplified contexts is important, if such models do not add up in the aggregate to accurate predictors of neural responses to real-world stimuli, 
the utility of their lower-level verisimilitude is limited.
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(Yamins and DiCarlo, 2016)
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Notes

Although artificial and real neural networks share
some coarse structural properties, most anal-
ogy should be avoided. In particular the back-
propagation algorithm does not resemble any
known biological mechanism.
However, some works have compared how the
brain and neural networks process a stimulus.
As shown by Hubel and Wiesel, the visual cor-
tex consists of a series of layers which go from
low-level processing to high-level semantic un-
derstanding, which is in principles similar to an
artificial convolutional network. The work of
Yamins and DiCarlo (2016) analyzes the similar-
ity between representations in the different layers
of a brain and those in the layers of an artifi-
cial neural network. To do so, given the same
input image (stimulus), they try to predict the
activations of the layers in the former from the
activations of the layers of the latter.
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p e r s p e c t i v e

Though the top hidden layers of these goal-driven models end up 
being predictive of IT cortex data, they were not explicitly tuned to 
do so; indeed, they were not exposed to neural data at all during the 
training procedure. Models thus succeeded in generalizing in two 
ways. First, the models were trained for category recognition using 
real-world photographs of objects in one set of semantic catego-
ries, but were tested against neurons on a completely distinct set of  
synthetically created images containing objects whose semantic cat-
egories were entirely non-overlapping with that used in training. 
Second, the objective function being used to train the network was 

not to fit neural data, but instead the downstream behavioral goal 
(for example, categorization). Model parameters were independently 
selected to optimize categorization performance, and were compared 
with neural data only after all intermediate parameters—for example, 
nonlinear model layers—had already been fixed.

Stated another way, within the class of HCNNs, there appear to be 
comparatively few qualitatively distinct, efficiently learnable solutions 
to high-variation object categorization tasks, and perhaps the brain is 
forced over evolutionary and developmental timescales to pick such a 
solution. To test this hypothesis it would be useful to identify non-HCNN  
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Figure 2  Goal-driven optimization yields neurally predictive models of ventral visual cortex. (a) HCNN models that are better optimized to solve 
object categorization produce hidden layer representations that are better able to predict IT neural response variance. The x axis shows performance 
(balanced accuracy; chance is 50%) of the model output features on a high-variation object categorization task. The y axis shows the median single-
site IT response predictivity of the last hidden layer of the HCNN model, over n = 168 IT sites. Site responses are defined as the mean firing rate 
70–170 ms after image onset. Response predictivity is defined as in Box 2. Each dot corresponds to a distinct HCNN model from a large family of such 
models. Models shown as blue circles were selected by random draws from object categorization performance-optimization; black circles show controls 
and earlier published HCNN models; red squares show the development over time of HCNN models produced during an optimization procedure that 
produces a specific HCNN model33. PLOS09, ref. 15; SIFT, shape-invariant feature transform; HMO, optimized HCNN. (b) Actual neural response 
(black trace) versus model predictions of the last hidden layer of an HCNN model (red trace) for a single IT neural site. The x axis shows 1,600 test 
images, none of which were used to fit the model. Images are sorted first by category identity and then by variation amount, with more drastic image 
transformations toward the right within each category block. The y axis represents the response of the neural site and model prediction for each  
test image. This site demonstrated face selectivity in its responses (see inset images), but predictivity results were similar for other IT sites33.  
(c) Comparison of IT and V4 single-site neural response predictivity for various models. Bar height shows median predictivity, taken over 128 predicted 
units in V4 (left panel) or 168 units in IT (right panel). The last hidden layer of the HCNN model best predicts IT responses, while the second-to-last 
hidden layer best predicts V4 responses. (d) Representational dissimilarity matrices (RDMs) for human IT and HCNN model. Blue color indicates 
low values, where representation treats image pairs as similar; red color indicates high values, where representation treats image pairs as distinct. 
Values range from 0 to 1. (e) RDM similarity, measured with Kendall’s τA, between HCNN model layer features and human V1–V3 (left) or human IT 
(right). Gray horizontal bar represents range of performance of the true model given noise and intersubject variation. Error bars are s.e.m. estimated by 
bootstrap resampling of the stimuli used to compute the RDMs. *P < 0.05, **P < 0.001, ****P < 0.0001 for difference from 0. Panels a–c adapted 
from ref. 33, US National Academy of Sciences; d and e adapted from ref. 35, S.M. Khaligh-Razavi and N. Kriegeskorte.
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Figure 2  Goal-driven optimization yields neurally predictive models of ventral visual cortex. (a) HCNN models that are better optimized to solve 
object categorization produce hidden layer representations that are better able to predict IT neural response variance. The x axis shows performance 
(balanced accuracy; chance is 50%) of the model output features on a high-variation object categorization task. The y axis shows the median single-
site IT response predictivity of the last hidden layer of the HCNN model, over n = 168 IT sites. Site responses are defined as the mean firing rate 
70–170 ms after image onset. Response predictivity is defined as in Box 2. Each dot corresponds to a distinct HCNN model from a large family of such 
models. Models shown as blue circles were selected by random draws from object categorization performance-optimization; black circles show controls 
and earlier published HCNN models; red squares show the development over time of HCNN models produced during an optimization procedure that 
produces a specific HCNN model33. PLOS09, ref. 15; SIFT, shape-invariant feature transform; HMO, optimized HCNN. (b) Actual neural response 
(black trace) versus model predictions of the last hidden layer of an HCNN model (red trace) for a single IT neural site. The x axis shows 1,600 test 
images, none of which were used to fit the model. Images are sorted first by category identity and then by variation amount, with more drastic image 
transformations toward the right within each category block. The y axis represents the response of the neural site and model prediction for each  
test image. This site demonstrated face selectivity in its responses (see inset images), but predictivity results were similar for other IT sites33.  
(c) Comparison of IT and V4 single-site neural response predictivity for various models. Bar height shows median predictivity, taken over 128 predicted 
units in V4 (left panel) or 168 units in IT (right panel). The last hidden layer of the HCNN model best predicts IT responses, while the second-to-last 
hidden layer best predicts V4 responses. (d) Representational dissimilarity matrices (RDMs) for human IT and HCNN model. Blue color indicates 
low values, where representation treats image pairs as similar; red color indicates high values, where representation treats image pairs as distinct. 
Values range from 0 to 1. (e) RDM similarity, measured with Kendall’s τA, between HCNN model layer features and human V1–V3 (left) or human IT 
(right). Gray horizontal bar represents range of performance of the true model given noise and intersubject variation. Error bars are s.e.m. estimated by 
bootstrap resampling of the stimuli used to compute the RDMs. *P < 0.05, **P < 0.001, ****P < 0.0001 for difference from 0. Panels a–c adapted 
from ref. 33, US National Academy of Sciences; d and e adapted from ref. 35, S.M. Khaligh-Razavi and N. Kriegeskorte.
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(Yamins and DiCarlo, 2016)
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Notes

Left: Each dot is a model, blue are artificial
neural net randomly initialized, red are optimized
models: The more accurate a model for class
prediction, the better for monkey IT neuron firing
rate prediction.
Right: The plot shows that predicting the activa-
tions in area V4 (early layer in the visual cortex)
of the monkey’s brain is better achieved with
by using the early layers of the artificial neural
network. And predicting the activations in area
IT (late layers) is better achieved with the activa-
tions of the later layers of the artificial network.
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Notes

This graph is a quantitative comparison between
the number of synapses and the number of tran-
sistors.
This comparison should be taken with a grain of
salt, as a synapse is far more complex, although
noisier and slower, than a transistor. Still, the
“numbers collide”, and it is hard to make claims
about the limitation of artificial models based
only on their limited scale.
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