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Since 2020 (Brown et al., 2020) it is known that Large Language Models such
as GPTs have an extraordinary potential for zero-shot prediction.

An LLM can be seen as a knowledge base, equipped with sophisticated
matching rule able to finely deal with synonymy and verb / actions / adjectives,
and the ability—to some extent—to templatize and generalize statements.

These functionalities can be put to use by providing more generally as
structured statistical retrieval of

- Prompts - Pre-training vs. fine-tuning - LoRas - Model merging
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