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Deep Machine Learning

The principle of “machine learning” is to tune computer programs on data.
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Deep Machine Learning

The same idea generalizes to very complex prediction problems, for which large
sets of “training examples” are available.

“Dog”

“Deep Neural Network”
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Deep Machine Learning

Over the last decade these methods have improved on many fundamental tasks
from barely usable to close to or beyond human performance.

ImageNet

(Gershgorn, 2017)
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Generative models

The same methods can be used to generate signals ex nihilo.

“Deep Neural Network”
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Generative models

Model MNIST TFD
DBN [3] 138± 2 1909± 66

Stacked CAE [3] 121± 1.6 2110± 50
Deep GSN [6] 214± 1.1 1890± 29

Adversarial nets 225± 2 2057± 26

Table 1: Parzen window-based log-likelihood estimates. The reported numbers on MNIST are the mean log-
likelihood of samples on test set, with the standard error of the mean computed across examples. On TFD, we
computed the standard error across folds of the dataset, with a different σ chosen using the validation set of
each fold. On TFD, σ was cross validated on each fold and mean log-likelihood on each fold were computed.
For MNIST we compare against other models of the real-valued (rather than binary) version of dataset.

of the Gaussians was obtained by cross validation on the validation set. This procedure was intro-
duced in Breuleux et al. [8] and used for various generative models for which the exact likelihood
is not tractable [25, 3, 5]. Results are reported in Table 1. This method of estimating the likelihood
has somewhat high variance and does not perform well in high dimensional spaces but it is the best
method available to our knowledge. Advances in generative models that can sample but not estimate
likelihood directly motivate further research into how to evaluate such models.

In Figures 2 and 3 we show samples drawn from the generator net after training. While we make no
claim that these samples are better than samples generated by existing methods, we believe that these
samples are at least competitive with the better generative models in the literature and highlight the
potential of the adversarial framework.

a) b)

c) d)

Figure 2: Visualization of samples from the model. Rightmost column shows the nearest training example of
the neighboring sample, in order to demonstrate that the model has not memorized the training set. Samples
are fair random draws, not cherry-picked. Unlike most other visualizations of deep generative models, these
images show actual samples from the model distributions, not conditional means given samples of hidden units.
Moreover, these samples are uncorrelated because the sampling process does not depend on Markov chain
mixing. a) MNIST b) TFD c) CIFAR-10 (fully connected model) d) CIFAR-10 (convolutional discriminator
and “deconvolutional” generator)

6

(Goodfellow et al., 2014) (Brock et al., 2018)
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Generative models

~ pip install pytorch-pretrained-biggan

from torch import from_numpy, no_grad
from pytorch_pretrained_biggan import BigGAN, one_hot_from_names, \

truncated_noise_sample, save_as_images

objects = [ 'coffee', 'mushroom', 'military uniform', 'garter snake' ]
cv = from_numpy(one_hot_from_names(objects, batch_size=len(objects)))
nv = from_numpy(truncated_noise_sample(truncation=0.4, batch_size=len(objects)))
model = BigGAN.from_pretrained('biggan-deep-512')
with no_grad(): save_as_images(model(nv, cv, 0.4))
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Generative models

They can also generate signals given a reference input (Mirza and Osindero,
2014; Zhu et al., 2017).

Unpaired Image-to-Image Translation
using Cycle-Consistent Adversarial Networks
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Figure 1: Given any two unordered image collections X and Y , our algorithm learns to automatically “translate” an image
from one into the other and vice versa: (left) Monet paintings and landscape photos from Flickr; (center) zebras and horses
from ImageNet; (right) summer and winter Yosemite photos from Flickr. Example application (bottom): using a collection
of paintings of famous artists, our method learns to render natural photographs into the respective styles.

Abstract
Image-to-image translation is a class of vision and

graphics problems where the goal is to learn the mapping
between an input image and an output image using a train-
ing set of aligned image pairs. However, for many tasks,
paired training data will not be available. We present an
approach for learning to translate an image from a source
domain X to a target domain Y in the absence of paired
examples. Our goal is to learn a mapping G : X → Y
such that the distribution of images from G(X) is indistin-
guishable from the distribution Y using an adversarial loss.
Because this mapping is highly under-constrained, we cou-
ple it with an inverse mapping F : Y → X and introduce a
cycle consistency loss to enforce F (G(X)) ≈ X (and vice
versa). Qualitative results are presented on several tasks
where paired training data does not exist, including collec-
tion style transfer, object transfiguration, season transfer,
photo enhancement, etc. Quantitative comparisons against
several prior methods demonstrate the superiority of our
approach.

1. Introduction
What did Claude Monet see as he placed his easel by the

bank of the Seine near Argenteuil on a lovely spring day
in 1873 (Figure 1, top-left)? A color photograph, had it
been invented, may have documented a crisp blue sky and
a glassy river reflecting it. Monet conveyed his impression
of this same scene through wispy brush strokes and a bright
palette.

What if Monet had happened upon the little harbor in
Cassis on a cool summer evening (Figure 1, bottom-left)?
A brief stroll through a gallery of Monet paintings makes it
possible to imagine how he would have rendered the scene:
perhaps in pastel shades, with abrupt dabs of paint, and a
somewhat flattened dynamic range.

We can imagine all this despite never having seen a side
by side example of a Monet painting next to a photo of the
scene he painted. Instead we have knowledge of the set of
Monet paintings and of the set of landscape photographs.
We can reason about the stylistic differences between these

* indicates equal contribution
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“Deep Neural Network”
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Generative models

MovieMovie

MovieMovie
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./local/Hillary_Clinton___Face_Replacement-RWZmLKw7PG8-extract.mp4
./local/Everybody_Dance_Now-PCBTZh41Ris.mp4


Generative models

https://talktotransformer.com/

The meeting about deep fakes is an important event since it will give
consumers and journalists the facts before these companies rush to exploit them.
With the meeting, we hope that we will reach a good balance between
protecting the legitimate business and being fair to companies that do not
follow traditional guidelines. This is a very important issue and is now going to
be discussed at many more international conferences. And I can only hope that
the government will take the initiative to address it urgently so that consumers
get a right to know the true nature of their product.”
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Challenges and risks

• Off-the-shelves hardware and software.

• Low requirements in expertise and resources.

• Targets images, videos, sounds, and text.

• Cheap to produce content on a large scale.

• Dual-use technologies, both hardware and software.

• Quality will only improve, probable arm race.
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The end
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